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**ABSTRACT**

Continuous treatments (e.g., doses) arise often in practice. Methods for estimation and inference for quantile treatment effects models with a continuous treatment are proposed. Identification of the parameters of interest, the dose-response functions and the quantile treatment effects, is achieved under the assumption that selection to treatment is based on observable characteristics. An easy to implement semiparametric two-step estimator, where the first step is based on a flexible Box–Cox model is proposed. Uniform consistency and weak convergence of this estimator are established. Practical statistical inference procedures are developed using bootstrap. Monte Carlo simulations show that the proposed methods have good finite sample properties. Finally, the proposed methods are applied to a survey of Massachusetts lottery winners to estimate the unconditional quantile effects of the prize amount, as a proxy of non-labor income changes, on subsequent labor earnings from U.S. Social Security records. The empirical results reveal strong heterogeneity across unconditional quantiles. The study suggests that there is a threshold value in non-labor income that is high enough to make all individuals stop working, and that this applies uniformly for all quantiles. It also shows that the threshold value is monotonic in the quantiles.
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1. Introduction

The effect of policy variables on distributional outcomes are of fundamental interest in empirical economics and they are of importance for policymakers. The treatment effects (TE) literature has been extensively used in economics to analyze how treatments or social programs affect selected outcomes of interest. While the original focus was on average treatment effects (ATE), it has been largely recognized that heterogeneity in the TE is of utmost importance for policy evaluation. That is, programs need not only to be evaluated on whether they have an average impact, but on who and how beneficiaries are affected by it. This heterogeneity has been mostly analyzed in terms of quantile treatment effects (QTE) (See, e.g., Abadie et al., 2002; Chernozhukov and Hansen, 2005; Firpo, 2007; Cattaneo, 2010), a valuable method of statistical analysis where the main interest is the effect on the entire outcome distributions.

Recently, there has been a growing interest on continuous TE (CTE). In CTE models programs can be evaluated not only by treatment indicator(s) but also on the quality or length of the treatment(s). Continuous treatments (such as those indexed
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by dose, exposure, duration, or frequency) arise very often in practice, especially in observational studies. Importantly, such treatments lead to effects that are naturally described by curves (e.g., dose-response curves as functionals of the treatment dose) rather than scalars (e.g., point estimators) as in discrete treatments. Many papers in the literature on unconditional TE concentrate on discrete treatments, i.e. binary or multi-valued treatment assignments. On the binary TE models, (Hahn, 1998; Heckman et al., 1998; Hirano et al., 2003; Abadie and Imbens, 2006; Imbens et al., 2006), and (Li et al., 2009) study efficient estimation of the ATE. There is also literature on estimation of QTE for multi-valued TE, see e.g., Imbens (2000); Lechner (2001); Cattaneo (2010) and (Cattaneo et al., 2013). It is known that categorizing or discretizing continuous treatments generally leads to a number of serious problems as loss of power in testing, misclassification (which is associated with potential bias), problems for prediction, and even interpretation of the results and coefficients of interest. See, e.g., Cox (1957); Cohen (1983); van Belle (2008), and Fedorov et al. (2009) for more comprehensive discussions on problems associated with discretizing continuous variables. Among others, Hirano and Imbens (2004) and Imai and van Dyk (2004) develop a generalized propensity score (GPS) for continuous treatment models. Flores (2007) proposes nonparametric estimators for average dose-response functions (ADRF). Flores et al. (2008) consider identification of ATE using control functions. Flores et al. (2012) estimate causal effects of different lengths of exposure to academic and vocational instruction. d’Haultfoeuille et al. (2015) discuss identification with CTE in nonseparable models when the causal variable of interest is endogenous. Kennedy et al. (2015) develop nonparametric methods for doubly robust estimation of continuous treatment effects.

This paper contributes to this literature by developing practical estimation and inference for QTE with a continuous treatment. A parameter of interest in the presence of continuous treatment is the entire curve of quantile potential outcomes or quantile dose-response function (QDRF). The QDRF is defined as the quantile function over the entire set of the continuous treatment values, and it summarizes the potential responses of each dose of magnitude \( t \in T \) on a specified outcome of interest at the unconditional quantile \( \tau \in (0, 1) \). Another parameter of interest is the quantile continuous treatment effect (QCTE), which corresponds, for any fixed quantile, to the difference between two QDRFs at given levels of treatment. That is, the QTE at a given dose level and for a corresponding magnitude (extra dose). In this paper, we focus on estimating the QDRF and QCTE. Recent work on which we build our analysis has focused on estimating these functionals. Galvao and Wang (2015) provide a general statistical framework to evaluate general functionals based on continuous TE using Z-estimators; Lee (2015) studies the unconditional distribution of potential outcomes with continuous treatments using the partial mean processes, and this can be applied to quantile operators.

Identification of the parameters of interest is based on the ignorability or weak unconfoundedness assumption applying the methodology of Galvao and Wang (2015). Following Rosenbaum and Rubin (1983), the relevant restriction for identification is the ignorability assumption, that is, the selection to treatment is based on observable variables (i.e., pre-treatment covariates related to treatment assignment and outcome). The ignorability assumption states that given a set of observed covariates, each individual is randomly assigned to either the treatment group or the control group. This condition has been largely employed in the literature, see, e.g., Rubin (1977); Heckman et al. (1998); Dehejia and Wahba (1999); Firpo (2007), and Flores (2007). The resulting identification equation depends on the moment condition given by the influence function of the quantile estimation multiplied by a ratio of conditional density functions. The use of this ratio is related to Hirano and Imbens (2004) and Lee (2015) approach to construct a GPS to allow for a continuous treatment.

The empirical estimators are constructed based on the identification equation and are implemented as two-step estimators. The practical implementation of the estimator is simple. In the first step, one estimates a ratio of conditional densities. In the second step of the two-step estimator, a simple weighted quantile regression estimation is performed where the weights are given by the ratio of conditional density functions. We derive the asymptotic properties of the two-step estimator, namely, uniform consistency and weak convergence. Since the treatment is continuous and the treatment levels take values on an interval \( T \), we establish the results uniformly over the set of treatment values. Based on these asymptotic results we develop statistical inference procedures for uniform inference and for fixed treatment values of interest. These can be implemented using bootstrap methods, for which we provide explicit algorithms.

Different alternatives have been explored in the literature for estimating the GPS and conditional densities in general for models based on the ignorability assumption. Galvao and Wang (2015) suggest a nonparametric estimation for the first step. However, there are issues with its practical implementation. First, these procedures require to properly estimate densities for “many” covariates, as the ignorability assumption is usually only valid after a rich set of control variables are considered. Nonparametric density estimators are computationally difficult for high-dimensional settings, and are thus problematic to implement in practice. Second, the required rates of convergence of the nonparametric estimator might be difficult to achieve. Overcoming these difficulties (Flores et al., 2012) propose a parametric but flexible estimation of the GPS based on generalized linear models. Their proposed estimator relies on selecting an appropriate model to estimate the density for the GPS. In this paper, we follow Wei and Carroll (2009) and use an alternative estimation for the first step. In particular, we implement a flexible Box–Cox density estimation procedure. This follows Wand et al. (1991) where a transformation of the variables before density estimation is performed, so that this estimate of the density of the transformed variable is “back-transformed” to an estimate of the density of the original variable. The Box–Cox approach has important advantages. First, the Box–Cox first step is simple to implement in practice. Second, the Box–Cox procedure allows for many covariates and satisfies the required convergence rates for the first step. The Box–Cox is thus very flexible to accommodate empirical settings where the ignorability assumption is only valid after conditioning on a rich (possibly large) set of covariates.
Monte Carlo simulations evaluate the finite sample performance of the methods for estimating QDRF and QCTE curves. The numerical simulations show numerical evidence of good performance. The estimators are approximately unbiased and consistent. The evidence clearly shows that the Box–Cox procedure is a flexible procedure to correctly estimate QDRF and QCTE functions for alternative data generating processes.

To illustrate the methods we estimate the effects of non-labor income changes on labor earnings. We use the data from Imbens et al. (2001) who study the effect of lottery prizes on labor market variables. In particular, they use the survey of Massachusetts lottery winners and estimate the effect of the prize amount, as a proxy of exogenous non-labor income changes, on subsequent labor earnings (from U.S. Social Security records). This database has also been used in Hirano and Imbens (2004); Bia and Mattei (2008) and Bia et al. (2014) for estimating ADRF. Their results show that non-labor income monotonically reduces future labor earnings. The lottery prize, being unrelated with labor market performance, conditional on a rich set of observables, serves as an income shock that may be used to measure the income effect on labor market decisions. In this example we have interest in identifying the effect of the lottery prize, which is a continuous variable, on labor earnings, and as such in estimating the QDRF and QCTE curves. That is, rather than studying the effect on a treatment group (i.e. subject to an income shocks) with respect to a comparable control group, we are interested in the curve linking labor market variables with the size of the shock. We focus on yearly income size years after the prize was received. By analyzing the quintile process we show important heterogeneity in the marginal effects of the lottery prize. In particular, higher quantiles of future labor market earnings are less responsive to an increment in the lottery prize than lower quantiles. Our analysis also reveals the prize threshold value that makes the individual stop participating in the labor market is monotonic on the quantiles. These results are important for analyzing the effect of general income transfers, such as conditional cash transfer programs in developing countries, as the quintile heterogeneity reveals that those that are more likely to opt out of the labor market are the ones in the lower part of the income distribution.

The remainder of the paper is organized as follows. Section 2 presents the model and establishes the conditions for identification. Section 3 discusses the details of the construction of the proposed two-step estimator. Section 4 derives the asymptotic properties of the two-step estimator. Inference procedures using the bootstrap are discussed in Section 5. Monte Carlo simulations are provided in Section 6. The empirical application appears in Section 7, and Section 8 concludes. All the proofs are collected in the Appendix.

2. The model and identification

The model's objective is to learn how an outcome variable changes as the dose of some treatment variable varies. The dose is denoted by \( t \), where \( t \in T \), an interval in \( \mathbb{R} \), and the outcome is denoted by \( Y(t) \). More specifically, for each \( t \in T \), \( Y(t) \) is the outcome when the dose of treatment is \( t \). Thus define the random process \( Y(t) \) as \( t \) varies in \( T \). In the binary treatment case \( T = [0, 1] \). Here we allow \( T \) to be an interval \([t_0, t_1]\).

An important parameter of interest when the treatment is continuous is the quantile dose response function (QDRF), which is defined as

\[
q_t(t) = \inf \{ q : F_{Y(t)}(q) \geq \tau \}, \quad \tau \in (0, 1),
\]

the unconditional \( r \)th QDRF, where \( F_{Y(t)} \) is the distribution function of \( Y(t) \). Thus, the QDRF summarizes the potential response of each dose of magnitude \( t \in T \) on a specified outcome of interest, \( Y(t) \), at its unconditional quantile \( \tau \).

From the QDRF, one can learn about another interesting parameter, the quantile continuous treatment effect (QCTE), which is defined as

\[
\Delta_t(t, t') := q_t(t) - q_t(t').
\]

This QCTE function is the same as defined in Lee (2015) and describes the difference between the two potential responses of \( Y(t) \) at doses of magnitude \( t \) and \( t' \), at a given unconditional quantile \( \tau \). That is, the QCTE is defined as the difference of the \( r \)th quantile at different levels of treatment. This definition does not require the assumption of rank preservation, and it is regarded as a convenient way to summarize interesting aspects of marginal distributions of the potential outcomes. However, if rank preservation holds, then QCTE defined above has a causal interpretation, that is, the effect of changing the level of the treatment for any particular subpopulation. We refer the reader to Firpo (2007) and Cattaneo (2010) for a detailed discussion on rank preservation in QTE and definitions of concepts. Of particular interest is to analyze the QCTE for a fixed change in the dose, say \( \delta \), over \( t \in T \) as

\[
D_t(t, \delta) := \Delta_t(t + \delta, t) = q_t(t + \delta) - q_t(t).
\]

One could approximate the quantile partial effect, \( \frac{\partial}{\partial \tau} q_t(t) \), by a difference quotient, with \( \Delta_t(t, t') \) divided by \( (t - t') \). As noted by an anonymous referee another parameter of interest is \( \Delta_t(t, t_0) \) for a fixed value of \( t_0 \). If we use \( t_0 = 0 \) then this would estimate the effect of receiving \( t \) amount of dose (as compared to no dose).

Unfortunately, as usual in the TE literature, one cannot observe \( Y(t) \) for all \( t \in T \). Rather, only a single \( Y(t_0) \) can be observed, where \( t_0 \) is the realization of a random variable \( T \). Hence, if assignment to treatment status depends on potential outcomes, as it is usual in economic and other non-experimental problems, then selection biases arises as the observed outcomes might not be the result of the dose itself but of a self-assignment into treatment.
To solve this problem, it is common in the TE literature to assume the existence of a set of random variables $X$ conditional on which $Y(t)$ is independent from $T$ for all $t \in T$. Thus conditional on observable variables, observed outcomes can be given a causal interpretation. This is the ignorability condition or weak unconfoundedness assumption in the literature. Finally, we need to combine the results for $X$ to obtain an unconditional TE. By the law of iterated expectations, unconditional expectations can be recovered. This is summarized in the following assumption:

**Assumption I.1.** For all $t \in T$, $Y(t) \perp T | X$.

According to Assumption I.1, although the assignment of the treatment level is not random, it is random within subpopulations characterized by $X$. This assumption has been extensively employed in the literature, among others, by Heckman et al. (1998); Deheja and Wahba (1999), and Hirano and Imbens (2004).

The continuous TE model differs from binary or multivalued TE models. In our case we require the conditional density function of the treatment, a continuous variable, conditional on observables $(X, Y) \in (X, Y)$, to be positive

**Assumption I.2.** For all $t \in T$, $f_{Y|X}(t | x, y) > 0$ for $x \in X$ and $y \in Y$.

Assumption I.2 requires the conditional density of the treatment, conditional on the observed outcome and the covariates, to have positive mass over the relevant region. This is slightly different from the usual assumption in the TE literature that uses the generalized propensity score in which only $f_{Y|X}(t | x) > 0$ is imposed. In our case, to establish identification and replace the unobserved $Y(t)$ by the observed $Y$, we require the density of the treatment conditional on observables to have positive mass.

Define $m(Y(t); q_t(t)) = \tau - 1 \{Y(t) < q_t(t)\}$ for each $t$ and let

$$E[m(Y(t); q_t(t))] = 0.$$  

The identification result is presented in the following lemma. The result is a direct application of the Theorem 1 in Galvao and Wang (2015) who extended the propensity score method to general dose response functions in a setting with continuous treatment. The intuition behind the result is that the unobserved variable $Y(t)$ is replaced with observables $(X, Y, T)$ equipped with a proper estimation of the density function of the treatment conditional on $(X, Y)$.

The next lemma states the identification of the QDRF, $q_t(t)$.

**Lemma 1 (Identification).** Under Assumptions I.1–I.2, and assuming that

(i) For each $t \in T$, $q_{0}(t)$ uniquely solves $E[m(Y(t); q_{t}(t))] = 0$, where $m : \mathbb{R}^2 \mapsto \mathbb{R}$ is measurable;

(ii) There exists a function $e(y)$ with $\int e(y) dy < \infty$ such that $|m(y; q_{t}(t))| f_{Y|X}(t | 0, \delta_t, y | x) \leq e(y)$ and $E[m(Y; q_{t}(t))] | X, T = t_0 = \lim_{\delta \downarrow 0} E[m(Y; q_{t}(t)) | X, T \in [t_0, t_0 + \delta_t)]$. Also the interval $T$ is right open.

We have

$$E[m(Y(t); q_{t}(t))] = E[m(Y; q_{t}(t))w_0(U; t)]$$  

for each $t \in T$, where $w_0(U; t) := \frac{f_{Y|X}(t | x, y)}{f_{Y|X}(t | x)}$ and for notational convenience we denote $U := (x^\top, y)^\top$ and $U := (x^\top, y)^\top$.

Consequently,

$$E[m(Y; q_{t}(t))w_0(U; t)] = 0$$  

if and only if $q_{t}(t) = q_{0}(t)$.

Condition (i) in Lemma 1 is an identification condition which is common in the QDR literature. Condition (ii) allows for changing the orders of limits and integral. The set $T$ is right open without loss of generality. The result in Eq. (4) allows identification of the QDRF. The left hand side of (4) is used to define $q_{t}(t)$, which involves the unobservable $Y(t)$. Consequently, it cannot be used to estimate $q_{t}(t)$. Nevertheless, the right hand side of (4) is expressed in terms of the observables $(X, Y, T)$, and hence, can be used to estimate $q_{t}(t)$. Note that $Y(t)$ is not observable while $Y$ is. The intuition behind the result is that the existence of $X$ delivers identification of the parameter of interest. That is, conditional on observed covariates $X$, each individual is randomly assigned to a treatment level.

As in the TE literature, the identification induces an estimating equation with two pieces, the function $m(\cdot)$ together with a weighting function $w_0(\cdot)$. In our case, the weights are given by $f_{Y|X}(t | x, y)$. The intuition of this result is similar to the discrete case where the propensity score is replaced by the corresponding density function. Also note that the weights could be written as $\frac{f_{Y|X}(t | x, y)}{f_{Y|X}(t | x)}$. In either case, we need to work with a ratio of two conditional densities. Note that this approach seems different from Hirano and Imbens (2004) and other papers that followed, where they only estimate $f_{Y|X}(t | x)$, the so-called generalized propensity score. However, Hirano and Imbens approach also requires to estimate $E[Y|X, T]$ or in fact, $E[Y|f_{Y|X}(t | x), T]$. As such, ours and Hirano and Imbens’ procedures involve two different functional estimates to compute the parameter of interest.

Finally, since the QCTE is the difference between the QDRF at two different treatment doses, identification of QCTE, $\Delta_{t}(t, t')$, is a straightforward consequence of Lemma 1, as stated in the next corollary.

**Corollary 1.** Identification of Quantile Continuous Treatment Effect Parameters: Under the assumptions of Theorem 1, the quantile continuous treatment effect parameter $\Delta_{t}(t, t')$ for any $(t, t') \in T^2$ are identified from data on $(X, Y, T)$.
3. Two-step estimators

Using the identification expression from Lemma 1, we are able to construct two-step estimators for both QDRF and QCTE, in Eqs. (2) and (3), respectively, as in Firpo (2007); Cattaneo (2010) and Galvao and Wang (2015), by estimating Eq. (5). The estimation method is a two-step procedure. In the first step one estimates the weights, that is, the ratio of densities, \( w(\mathbf{u}, t) := \frac{f_{\mathbf{T}(\mathbf{X}, Y)}(\mathbf{u}, t)}{f_{\mathbf{T}(\mathbf{X})}(\mathbf{u}, t)} \). The second step is given by a reweighed version of the standard quantile estimation procedure (Koenker and Bassett (1978)). Below we describe the details of estimation.

We have a random sample of units \((\mathbf{X}_i, Y_i, T_i)\), indexed by \(i = 1, \ldots, n\). For each unit \(i\), \(\mathbf{X}_i\) is a vector of covariates, and the level of the treatment received is \(T_i \in [t_0, t_1]\). We observe the vector \(\mathbf{X}_i\), the treatment received \(T_i\), and the observed outcome corresponding to the level of the treatment received, \(Y_i\).

3.1. First step: Estimation of \(w_0\)

To implement the estimator in practice we need an estimator for \(w_0\), i.e., \(\hat{w}(\mathbf{u}, t) = \frac{\hat{f}_{\mathbf{T}(\mathbf{X}, Y)}(\mathbf{u}, t)}{\hat{f}_{\mathbf{T}(\mathbf{X})}(\mathbf{u}, t)}\). It is common in the literature to estimate nuisance parameters in two-step estimators using parametric models in the first step, see e.g., Murphy and Topel (1985); Newey and McFadden (1994); Chernozhukov and Hong (2002); Hirano and Imbens (2004); Wei and Carroll (2009); Montes-Rojas (2009) and Flores et al. (2012). We follow this literature and also propose a flexible parametric approach for the first step estimation.

In practice, one estimates \(f_{\mathbf{T}(\mathbf{X}, Y)}(\mathbf{x}, y)\) and \(f_{\mathbf{T}(\mathbf{X})}(\mathbf{x})\) separately, and then computes the ratio to estimate \(w_0\). Galvao and Wang (2015) suggest a potential nonparametric estimation for the first-step. However, there are important issues with its practical implementation. First, in most empirical applications the number of variables in \(\mathbf{X}\) used to satisfy the ignorability condition is relatively large, and as it is well known in the literature, the dimension of \(\mathbf{X}\) has an adverse effect on nonparametric methods due to the curse of dimensionality. Hence, practical estimation might be infeasible. Second, as the conditions we state below will show, when using nonparametric estimation in the first-step, the convergence rate of the estimator might be slower than required. In addition, in particular treatment effects examples, a formal verification of the required conditions might be very difficult when dealing with nonparametric estimation. Therefore, there are compelling reasons to use flexible parametric models to estimate the ratio of the conditional density functions. In this section we suggest a flexible Box–Cox estimation.

Wand et al. (1991) argue that kernel density estimators do not perform well when the underlying density has features that require different amounts of smoothing at different locations. Following the results of Carroll and Ruppert (1984), they propose a transformation of the variables before density estimation is performed, so that this estimate of the density of the transformed variable is “back-transformed” to an estimate of the density of the original variable. The Box–Cox transformations of both sides of a regression model has been successfully implemented in many contexts ever since (see Wang and Ruppert, 1995 and Wei and Carroll, 2009). The Box–Cox approach has important advantages. First, the Box–Cox first step is simple to implement in practice. Second, the Box–Cox procedure allows for many covariates and satisfies the required convergence rates for the first step.

To estimate the conditional density \(f_{\mathbf{T}(\mathbf{X}, Y)}(\mathbf{x}, y)\), we use the following model:

\[
\Lambda(T, \lambda_1) = \Lambda((\mathbf{X}), \lambda_2)\beta_{\mathbf{X}} + \Lambda(Y, \lambda_2)\beta_{\mathbf{Y}} + \epsilon,
\]

where \(\epsilon|\mathbf{X}, Y \sim N(0, \sigma^2)\), and \(\Lambda(\cdot, \cdot)\) is the Box–Cox transformation function, which is defined as \(\Lambda(Z, \lambda) = \log Z^\lambda - \frac{\lambda - 1}{\lambda}\) otherwise. Using maximum likelihood estimation, we obtain the unknown parameters \(\mu := (\lambda_1, \lambda_2, \beta_{\mathbf{X}}, \beta_{\mathbf{Y}}, \sigma^2)\), and finally the conditional density, \(\hat{f}_{\mathbf{T}(\mathbf{X}, Y)}(\mathbf{x}, y)\), from the normality assumption. Similarly, one estimates \(f_{\mathbf{T}(\mathbf{X})}(\mathbf{x})\). We refer the reader to Wei and Carroll (2009, p.1133) for details of the density estimation using Box–Cox procedures when the transformed model is assumed Gaussian.

The Box–Cox transformation only applies to variables in a positive domain (excluding zero). Nevertheless, this could be implemented if we define, for a given variable \(x\), \(x^* = e^{\epsilon}\), where we could thus have negative, zero and positive values of \(x\), and we allow the Box–Cox parameters to transform \(x^*\). In this case, if the estimated parameter \(\lambda\) is indeed zero, then the variable would require no transformation. Our Monte Carlo simulations show that the Box–Cox Gaussian model performs well for a large family of distributions. It is important to highlight that the normality assumption is a simplifying condition. Nevertheless one can employ any other distribution of the Box–Cox estimation. That is, we could implement a likelihood estimation of the \(\Lambda\) functions above imposing alternative distribution of \(\epsilon\). Another point of potential concern is the fact that the estimator may not be well behaved when \(\lambda = 0\). Our Monte Carlo experiments, however, perform very well in this particular case.

3.2. Second step: Estimation of \(q_{t_0}\) and \(\Delta q_{t_0}\)

The resulting identification condition for \(q_{t_0}(t)\) from Theorem 1 is: \(E[(\tau - 1|Y < q_{t_0}(t))w_0(\mathbf{U}, t)] = 0\). Thus, an estimator for the QDRF \(q_{t_0}(t)\) is
\[ \hat{q}_t(t) = \arg\min_q \frac{1}{n} \sum_{i=1}^{n} \hat{w}(u_i; t) \rho_t(y_i - q). \]  

(7)

where \( \rho_t(\cdot) := \cdot(t - 1\{t < 0\}) \) is the check function as in Koenker and Bassett (1978). Practical implementation of the estimator is simple. In practice, given the random sample, \( (X, T, Y) \), one first computes \( \hat{w} \) in the first step as described previously. Then, in the second step, one computes a simple weighted quantile regression of \( Y \) on a constant term using \( \hat{w} \) as weights as given in Eq. (7), for each given \( t \) taken over a discretized subset (i.e., grid) of \( \mathcal{T} \).

Estimation of the QCTE parameter, \( \Delta_{r0}(t, t') \), is also easy. Given the QDRF \( \hat{q}_t(t) \), the estimator \( \hat{\Delta}_t(t, t') \) can be computed as

\[ \hat{\Delta}_t(t, t') = \hat{q}_t(t) - \hat{q}_t(t'). \]  

(8)

for any \((t, t') \in \mathcal{T}^2\).

4. Asymptotic properties of the two-step estimators

In this section, we derive the asymptotic properties of the two-step estimators. Since the treatment is continuous and the treatment levels take values on an interval \( \mathcal{T} \), we establish the uniform consistency and the weak limit of the QDRF, \( \hat{q}_t(\cdot) \), in \( C^0(\mathcal{T}) \). Given this result, consistency of the QCTE, \( \hat{\Delta}_t(\cdot, \cdot) \), follows. In addition, we discuss the practical estimation of the nuisance parameter, \( w_0 \). Notations: Let \( E \) and \( E_n \) be expectation and sample average, respectively. Let \( \rightsquigarrow, \rightarrow \), and \( \Rightarrow \) denote weak convergence, and convergence in probability and in outer probability, respectively. Let \( |g(x)|_\infty \) denote sup\( x \in \mathcal{X} \) for \( x \in \mathcal{X} \subseteq \mathbb{R}^d \), where \( d \) is a positive integer.

4.1. Conditions for the estimator of \( w_0 \)

As discussed in the previous section, estimation of \( w_0 \) in the first step is important for practical implementation. It is also important for inference that \( \hat{w} \) should satisfy the theoretical conditions discussed above. For estimators of \( w_0 \) to have the desirable properties, we impose the following general assumptions:

A.1 Let the model in Eq. (6) hold,

A.2 \( X \in \mathbb{R}^d \), \( (X, Y) \in (\mathcal{X}, \mathcal{Y}) \), and \( \sigma_e^2 < \infty \).

Condition A.1 imposes the Box–Cox model as a valid approximation to the weights, and A.2 only requires finite \( \sigma_e^2 \). Conditions A.1 and A.2 imply several properties of the estimated weights necessary to establish consistency and asymptotic normality of the two-step estimator. The following proposition summarizes the result:

**Proposition 1.** Under A.1 and A.2, the following properties hold:

PC.1 The function class \( \{\psi_{w, t} : w \in \mathcal{W}, t \in \mathcal{T}\} \), where \( \psi_{w, t} = w(U; t) \), is Glivenko–Cantelli, and has an envelope that is integrable.

PC.2 There exists \( 0 < M_w < \infty \) such that \( w_0(U; t) < M_w \).

PC.3 \( \hat{w} - w_0 \|_{\infty} = o_p(1) \).

PC.4 The function class \( \{\psi_{w, t} : w \in \mathcal{W}, t \in \mathcal{T}\} \) is Donsker with a uniform bound.

PC.5 \( \sqrt{n} \|E_{\hat{w}}(1 - 1\{Y \leq q_{r0}(t)\})(w(U; t) - w_0(U; t))\|_{\infty} \) converges weakly.

PC.6 \( \|\hat{w} - w_0\|_{\infty} = o_p(n^{-1/4}) \).

Results PC.1–PC.3 and PG.1–PG.3 are statistical properties of the nuisance parameter. Properties PC.1–PC.3 are used to establish consistency of the second step, and PG.1–PG.3 are important to derive weak convergence. These results show that the Box–Cox estimator considered in (6) belongs to the class of functions usually used for first-stage estimation in the semiparametric literature. Given the implications from Proposition 1, in the next section we state the results using conditions PC.1–PC.3 and PG.1–PG.3 directly.

The estimators proposed on Section 3.1 are recommended for practical use. In particular, the Box–Cox two-side transformation of the regression model of \( \mathcal{T}|X \) and \( \mathcal{T}|X, Y \), density estimation and back-transformation satisfies the required conditions.

4.2. Consistency and weak convergence

Consider first consistency of the QDRF uniformly over \( t \in \mathcal{T} \). Consider the following condition:

PC.4 Uniformly in \( t \), the densities \( f_t(\cdot|Y) \) is bounded above and \( f_t(\cdot|Y(0(t))) > 0 \). Also, for any \( \delta > 0 \), there exists \( \epsilon_\delta \) such that

\[ \inf_{|q - q_{r0}| > \delta} \mathbb{E}(\mathbb{I}(\tau - 1\{Y < q\}))w_0(U; t) > \epsilon_\delta. \]
**Theorem 1** (Uniform consistency). The two-step estimator of the QDRF is uniformly consistent, i.e., as \( n \to \infty \), \( |\hat{q}_t(t) - q_{t0}(t)| = o_p(1) \). provided PC.1–PC.4 are satisfied.

Given the result in Theorem 1, consistency of the \( \hat{\Delta}_t(t,t') \) is given in the following corollary:

**Corollary 2.** Under Assumptions of Theorem 1, for any \( (t,t') \in \mathcal{T}^2 \), as \( n \to \infty \),

\[
\hat{\Delta}_t(t,t') \overset{P}{\to} \Delta_{t0}(t,t').
\]

Now we state the weak convergence of QDRF result.

**Theorem 2** (Weak convergence). Suppose that \( |E[m(Y; q_{t0}(t))w_0(U; t)]| = 0 \), \( |\hat{q}_t - q_{t0}| = o_p(1) \), and that conditions, PG.1–PG.3 are satisfied. Then, in \( \mathcal{C}^{\infty} \), as \( n \to \infty \),

\[
\sqrt{n}(\hat{q}_t(t) - q_{t0}(t)) \to \mathcal{G}(t),
\]

where \( \mathcal{G}(t) \) is a mean zero Gaussian process with covariance function

\[
E[\mathcal{G}(t)\mathcal{G}(t')] = Z_t^{-1}(t)S(t,t')Z_t^{-1}(t'),
\]

with \( Z_t(q_0, w_0) \) being the derivative of \( q \to E[m(Y; q)w_0(U; \cdot)] \) at \( q_0 \), e.g., \( \frac{\partial E[m(Y, q)(U; \cdot)]}{\partial q(t)} \bigg|_{q(t)=q_0(t)} \), and

\[
S(t, t') = E[(w_0(U, ; t)(m(Y, q_0(t)) - E[m(Y, q_0(t))X, T = t]) + E[m(Y, q_0(t))X, T = t])
\]

\[
\bigg[(w_0(U, t')(m(Y, q_0(t')) - E[m(Y, q_0(t'))X, T = t']) + E[m(Y, q_0(t'))X, T = t']\bigg].
\]

Finally, the asymptotic normality of the \( \hat{\Delta}_t(t,t') \) follows from Theorem 2 and is given in the corollary.

**Corollary 3.** Under Assumptions of Theorem 2, for any \( (t,t') \in \mathcal{T}^2 \), as \( n \to \infty \),

\[
\sqrt{n}(\hat{\Delta}_t(t,t') - \Delta_{t0}(t,t')) \to \mathcal{G}_\Delta(t,t')
\]

where \( \mathcal{G}_\Delta \) is a mean zero Gaussian process with covariance function

\[
E[\mathcal{G}_\Delta(t)\mathcal{G}_\Delta(t')] = Z_t^{-1}(t)S(t,t')Z_t^{-1}(t'),
\]

\[
Z_t^{-1}(t)S(t,t')Z_t^{-1}(t') + Z_t^{-1}(t)S(t',t)Z_t^{-1}(t'),
\]

5. **Inference procedures**

In this section, we turn our attention to inference on both the QDRF and QCTE. Important questions posed in the econometric and statistical literatures concern the nature of the impact of a policy intervention or treatment on the outcome distributions of interest. First, we consider inference for point estimation for a fixed level of treatment. Second, uniform inference over the set of treatments \( \mathcal{T} \).

5.1. **Inference for fixed**

First, we consider inference procedures for the QDRF for a fixed \( t \), where we test a simple linear hypothesis as

\[
H_0 : q_{t0}(t) = q_0.
\]

for a fixed treatment \( t \), where \( q_0 \) is a scalar value of interest, e.g., \( q_0 = 0 \). Inference for these simple hypotheses can be based on the results of Theorem 2 and, in particular, on the asymptotic normality of \( \sqrt{n}(\hat{q}_t(t) - q_{t0}) \).

Consider now asymptotic inference on QCTE. Since the QCTE involves evaluating two different treatment values, say \( t \) and \( t' \), simple hypothesis testing can be stated as

\[
H_0 : \Delta_t(t,t') = \Delta_0.
\]

which is based on the procedures for the QDRF estimator. The formal justification for this procedure is based on the application of the continuous mapping theorem on the results from QDRF. As noted above, a particular object of interest in the QCTE analysis is the comparison of two treatment values separated by a fixed interval, \( \Delta_t(t,t + \delta) = D_t(t, \delta) \). Note that for fixed \( t \) and \( t' \) (or \( t + \delta \)), inference procedures can be seen as an extension of Firpo (2007) inference for binary treatments in QTE models when we consider two different treatment levels.
5.1. Implementation of testing procedures
The practical implementation of the procedures will be based on the bootstrap. Consider $B$ random samples from the original sample data $\{(Y_i, X_i, T_i), i = 1, \ldots, n\}$. For each $b = 1, \ldots, B$:

**Bootstrap algorithm**

(i) Obtain the resampled data $\{(Y_i^b, X_i^b, T_i^b), i = 1, \ldots, n\}$.

(ii) Estimate the QDRF $\hat{q}_T(t)$ or QCTE $\hat{\Delta}_T(t, t + \delta)$ for all $t \in T$.

Given this bootstrap procedure, simple hypotheses testing for fixed $t$ can be based on Wald statistics. For instance, define the statistic of test as

$$\sqrt{n} \left( \frac{\hat{q}_T(t) - q_0}{\sqrt{\text{Var}(\hat{q}_T(t))}} \right)$$

and

$$\sqrt{n} \left( \frac{\Delta_T(t, t + \delta) - \Delta_0}{\sqrt{\text{Var}(\Delta_T(t, t + \delta))}} \right)$$

for QDRF and QCTE, respectively. Now from the bootstrap procedure one is able to consistently estimate

$$\text{Var}(\hat{q}_T(t)) = \frac{1}{B} \sum_{b=1}^B (\hat{q}_T^b(t) - \hat{q}_T(t))^2$$

for QDRF, and

$$\text{Var}(\hat{\Delta}_T(t, t + \delta)) = \frac{1}{B} \sum_{b=1}^B (\hat{\Delta}_T^b(t, t + \delta) - \hat{\Delta}_T(t, t + \delta))^2$$

for the QCTE. Finally, the critical values are given by a standard normal table. Consistency of this bootstrap procedure is given in Chen et al. (2003) and we omit the details.

5.2. Uniform inference
Since we consider continuous treatment, a more interesting inference for the QDRF is uniform on $T$. First, for testing QDRF, we consider the following general null hypothesis:

$$H_0: q_{10}(t) - r(t) = 0, \quad t \in T,$$

uniformly, where $(t)$ is assumed to be known, continuous in $t$ over $T$, and $r \in \ell^\infty(T)$. For instance, a basic hypothesis of interest might be that the treatment impact summarized by $q_1(t)$ is ineffective for all doses, i.e. statistically equal to zero for all $t \in T$. The alternative is that the treatment differs from zero at least for some $t \in T$.

Inference is carried out uniformly over the set of treatment levels, $T$. The basic inference process is

$$Q_0(t) := \hat{q}_T(t) - r(t), \quad t \in T.$$

General hypotheses on the vector $q_T(t)$ can be accommodated through functions of $Q_n(\cdot)$. We consider the Kolmogorov and Cramér-von Mises type test statistics, $T_n = f(Q_n(\cdot))$, where $f(\cdot)$ represents the functionals for those two test statistics, as

$$T_{1n} := \sqrt{n} \sup_{t \in T} |Q_0(t)|, \quad T_{2n} := \sqrt{n} \int_{t \in T} |Q_0(t)| \, dt.$$

These statistics and their associated limiting theory provide a natural foundation for testing the null hypothesis. It is possible to formulate a wide variety of tests using variants of the proposed tests.

Now we present the limiting distributions of the test statistics under the null hypothesis. From Theorem 2 and under the null hypothesis ($H_0: q_{10}(t) = r(t)$), it follows that

$$\sqrt{n} (\hat{q}_T(t) - r(t)) \rightsquigarrow Z^{-1} \hat{G}(t) \equiv \hat{G}(t).$$

Thus, the following corollary summarizes the limiting distributions.

**Corollary 4.** Assume the conditions of Theorem 2. Under $H_0: q_{10}(t) = r(t)$, as $n \to \infty$,

$$T_{1n} \rightsquigarrow \sup_{t \in T} |\hat{G}(t)|, \quad T_{2n} \rightsquigarrow \int_{t \in T} |\hat{G}(t)| \, dt.$$

For uniform inference for QCTE we consider general null hypothesis

$$H_0: \Delta_{r0}(t, t + \delta) - r(t) = 0, \quad t \in T,$$

uniformly, where $\delta$ is a fixed treatment increment, $(t)$ is assumed to be known, continuous in $t$ over $T$, and $r \in \ell^\infty(T)$. Inference is carried uniformly over the set of treatment levels, $T$. The basic inference process is

$$D_0(t) := \hat{\Delta}_T(t, t + \delta) - r(t), \quad t \in T.$$

As before we consider Kolmogorov and Cramér-von Mises type test statistics, $T_n = f(D_n(\cdot))$, where $f(\cdot)$ represents the functionals for those two test statistics, as

$$T_{3n} := \sqrt{n} \sup_{t \in T} |D_0(t)|, \quad T_{4n} := \sqrt{n} \int_{t \in T} |D_0(t)| \, dt.$$

The weak limit of $T_{3n}$ and $T_{4n}$ are given in the following result:

**Corollary 5.** Assume the conditions of Lemma 3. Under $H_0: \Delta_{r0}(t, t + \delta) - r(t) = 0, t \in T$, and all fixed $\delta > 0$, as $n \to \infty$,

$$T_{3n} \rightsquigarrow \sup_{t \in T} |\hat{G}(t) - \hat{G}(t)|, \quad T_{4n} \rightsquigarrow \int_{t \in T} |\hat{G}(t) - \hat{G}(t)| \, dt.$$

The weak limits of all the test statistics in Corollaries 4 and 5 are functionals of Gaussian processes, and the estimation of their covariance kernel is difficult in practice. Therefore, to make practical inference we suggest the use of simple bootstrap techniques to approximate the limiting distribution.
5.2.1. Implementation of testing procedures

For uniform inference, for all $T$, the procedure is implemented in a discretized subset, most conveniently on intervals of equal size, $T = \{t_1, ..., t_m\}$, $t_1 < \ldots < t_m$. Then consider the bootstrap algorithm described in the previous section for fixed $t$, and apply this for all $t \in T$. Galvao and Wang (2015) suggest the following scheme:

**Bootstrap algorithm**

1. For each $b = 1, \ldots, B$, compute $Q_b^b = (\bar{Q}_b^b(t) - \hat{Q}_b(t))$ or $D_b^b = (\bar{D}_b^b(t, t + \delta) - \hat{D}_b(t, t + \delta))$ for all $t \in T$.
2. Compute the statistic of test of interest: $\hat{T}_{1n} = \max_{t \in T} \sqrt{n} |\hat{V}_n^b|$, $\hat{T}_{2n} = \max_{t \in T} \sqrt{n} |\hat{W}_n^b|$, $\hat{T}_{3n} = \max_{t \in T} \sqrt{n} |\hat{W}_n^b|$ and $\hat{T}_{4n} = \max_{t \in T} \sqrt{n} |\hat{W}_n^b|$.
3. Construct the critical values $\hat{C}_{j,1-\alpha}$ as the $1 - \alpha$ quantiles of $\{\hat{T}_{jn}^b\}_{b=1}^B$ for $j = 1, 2, 3, 4$.
4. Reject if $\hat{T}_{jn} > \hat{C}_{j,1-\alpha}$ for $j = 1, 2, 3, 4$.

A formal justification of the simulation method is stated as follows. Consider the following conditions for QDRF:

**QG.IB** For any $\delta_n \downarrow 0$, $\sup_{|w-w_0|_{\Omega(\Pi)}} |\frac{1}{n} \sum_{i=1}^n w(U_i; t) - E[w_0(U_i; t)]|_{\infty} = o_P(1/\sqrt{n})$.

**QG.IIB** $\sqrt{n} \sum_{i=1}^n \sum_{j=1}^B (\tau - 1)(Y_i < q_i(t)) (\hat{w}^*(U_i; t) - \hat{w}(U_i; t))$, where $\hat{w}^*(U_i; t)$ is the bootstrap estimate, converges weakly to a tight random element $G$ in $\ell^\infty(T)$ in $P$-probability.

**Proposition 2.** Under the conditions of Theorem 2 and QG.IB–QG.IIB and QG.3 with “in probability” replaced by “almost surely”, the bootstrap estimator of the QDRF is $\sqrt{n}$-consistent and converges weakly in $\ell^\infty(T)$, with $\sqrt{n} (\hat{Q}_b^b(t) - \bar{Q}_b(t)) \rightarrow Z_1^{-1}(q_{1|0}(t), w_0(U_i; t))G(\tau)$ in $P$-probability.

Proposition 2 establishes the consistency of the bootstrap procedure, and it is an extension of the ordinary nonparametric bootstrap in Chen et al. (2003). This bootstrap procedure is also similar to the nonparametric bootstrap of Rothe (2010, theorem 3) and Firpo and Pinto (2016, theorem 4), where bootstrap samples are obtained with replacement from the original data.

It is important to highlight the connection between this result and the previous section. Proposition 2 shows that the limiting distribution of the bootstrap estimator is the same as that of Theorem 2, and hence the above resample scheme is able to mimic the asymptotic distribution of interest. Thus, computation of critical values and practical inference are feasible.

6. Monte Carlo simulations

This section conducts simulations to investigate the finite sample performance of the QDRF and QCTE estimators. For comparison purposes, we also report simulations for the ADRF and ACITE estimators.

6.1. Experiment designs

Consider a simple data generating process. Let $v_{ji} \sim (0, \sigma_j^2)$, $j = 1, 2, 3$ and $i = 1, 2, \ldots, n$, and define

$X_i = v_{i1} + 20$,

$T_i = X_i + v_{i2}$,

$Y_i = T_i + (\gamma_1 + \gamma_2 (T_i - 20^2)) v_{i3}$.

We set $\sigma_1^2 = \sigma_2^2 = \sigma_3^2 = 1$. For $(\gamma_1 = 1, \gamma_2 = 0)$ we have the location shift model and for $(\gamma_1 = 1/5, \gamma_2 = 1/5)$ a location-scale shift model. We consider two data generating processes (DGP). First we set the innovations $v_i \sim N(0, 1)$, $i = 1, 2, 3$, i.e. standard normal random variables, and second standard chi-squared with 3 degrees of freedom $v_i \sim \frac{x_i^2 - 3}{\sqrt{6}}$, $i = 1, 2, 3$.

These DGPs explicitly define a random variable $Y(t)|X$ where $\text{ADRF}(t) = E[Y(t)] = 20 + t$ and $\text{ACITE}(t, t') = t' - t$. The QDRF and QCTE functions have a simple analytical solution for the Gaussian case in which the QDRF is

$q_t(t) = 20 + t + \sqrt{\sigma_1^2 + (\gamma_1 + \gamma_2 (t - 20^2))^2} \Phi(\tau)^{-1},$

and the QCTE is

$\Delta_t(t, t') = (t - t') + \left( \sqrt{\sigma_1^2 + (\gamma_1 + \gamma_2 (t - 20^2))^2} - \sqrt{\sigma_1^2 + (\gamma_1 + \gamma_2 (t' - 20^2))^2} \right) \Phi(\tau)^{-1},$

while for the chi-squared case it depends on the $\tau$-quantile of $v_{i1} + (\gamma_1 + \gamma_2 (t - 20^2)) v_{i2}$, which are computed by simulations.

We provide two different estimators for the first step for comparison reasons. First, we estimate both $f_{\bar{T}X}|t(X)|$ and $f_{\bar{T}X}|t(X, Y)$ in a regression model assuming Gaussian error terms, and thus $w(t)$ corresponds to a ratio of normal density functions. In this case, we construct the estimates as
Fig. 1. DRF: Monte Carlo simulations, location shift model, DGP: \( N(0, 1) \), Gaussian model. Notes: Monte Carlo experiments based on 500 simulations. In each figure the solid black line is the true value, the solid grey line correspond to the average estimated value of those functions at every \( t \), and the dashed lines the 95\% confidence intervals constructed from the Monte Carlo simulations.

\[
\hat{f}_{T|X}(t|X) = \frac{1}{\sqrt{2\pi \hat{\sigma}^2_{T|X}}} \exp \left( -\frac{(t - (\hat{\alpha}_0 + \hat{\alpha}_1 X))^2}{2\hat{\sigma}^2_{T|X}} \right),
\]

\[
\hat{f}_{T|X,Y}(t|X,Y) = \frac{1}{\sqrt{2\pi \hat{\sigma}^2_{T|X,Y}}} \exp \left( -\frac{(t - (\hat{\beta}_0 + \hat{\beta}_1 X + \hat{\beta}_2 Y))^2}{2\hat{\sigma}^2_{T|X,Y}} \right),
\]

where \((\hat{\alpha}_0, \hat{\alpha}_1)\) and \((\hat{\beta}_0, \hat{\beta}_1, \hat{\beta}_2)\) are the regression coefficients of a regression of \( T \) on \( X \) and \((X, Y)\), respectively, and \( \hat{\sigma}^2_{T|X} \) is the sample variance of the conditional model of \( T \). These will be referred as the Gaussian model in the figures and tables. Note that this model serves as a benchmark for the location shift model where the innovations correspond to standard normal random variables.

Second, to compute the estimates of the densities of interest, we implement the Box–Cox regression model for both \( f_{T|X}(t|X) \) and \( f_{T|X,Y}(t|X,Y) \), with different variables’ transformation parameter for the dependent variable and the independent variables (see Section 3, estimation of \( w_0 \)). Thus, the following estimators are implemented:

\[
\hat{f}_{T|X}(t|X) = \frac{t^{\hat{\lambda}_1 X-1}}{\sqrt{2\pi \hat{\sigma}^2_{T|X}}} \exp \left( -\frac{(\Lambda(t, \hat{\lambda}_{1X}) - (\hat{\beta}_{0X} + \hat{\beta}_{1X} \Lambda(X, \hat{\lambda}_{2X})))^2}{2\hat{\sigma}^2_{T|X}} \right),
\]
\[ n = 100 \]

\[ n = 5000 \]

**Fig. 2.** CTE: Monte Carlo simulations, location shift model, DGP: \( N(0, 1) \), Gaussian model. Notes: Monte Carlo experiments based on 500 simulations. In each figure the solid black line is the true value, the solid grey line correspond to the average estimated value of those functions at every \( t \), and the dashed lines the 95% confidence intervals constructed from the Monte Carlo simulations.

\[
\hat{f}_{l|X,Y}(t|X,Y) = \frac{\hat{e}_{1|X}^{-1}}{\sqrt{2\pi \hat{\sigma}_{l|X,Y}^2}} \exp \left( -\frac{(\Lambda(t, \tilde{\lambda}_{1|X}) - (\hat{\beta}_{0|XX} + \hat{\beta}_{1|XX} \Lambda(\hat{Y}, \tilde{\lambda}_{2|XX}) + \hat{\beta}_{2|XX} \Lambda(X, \tilde{\lambda}_{2|XX}))^2}{2\hat{\sigma}_{l|X,Y}^2} \right),
\]

where \((\hat{\lambda}_{1|X}, \hat{\lambda}_{2|X}, \hat{\beta}_{0|X}, \hat{\beta}_{1|X}, \hat{\sigma}_{l|X,Y}^2)\) and \((\tilde{\lambda}_{1|X}, \tilde{\lambda}_{2|X}, \hat{\beta}_{0|X}, \hat{\beta}_{1|X}, \hat{\beta}_{2|X}, \tilde{\sigma}_{l|X,Y}^2)\) are the corresponding Box–Cox parameters estimators for densities \( f_{l|X}(t|X) \) and \( f_{l|X,Y}(t|X, Y) \), respectively. These will be referred as the Box–Cox model in the figures and tables.

In both cases we estimate the ratio of the densities as

\[ \hat{w}(X, Y, t) = \frac{\hat{f}_{l|X,Y}(t|X, Y)}{\hat{f}_{l|X}(t|X)}. \]

The second step is implemented by a weighted average for ADRF and weighted quantile for QDRF, where in both cases we use the corresponding \( \hat{w}(X, Y, t) \) as weights. Finally, ACTE and QCTE are then computed as the difference of the estimated unconditional average or quantile, respectively.

We use 500 Monte Carlo repetitions for estimating the ADRF-QDF and ACTE-QCTE functions for \( t \in \{18, 18.2, \ldots, 21.8, 22\} \) and for sample sizes \( n \in \{100, 5000\} \). The results of experiments with \( n = 500 \) and \( n = 1000 \) are similar to the reported ones and they are available upon request. For ACTE-QCTE we consider changes of size 0.2 in \( t \). We evaluate \( \tau \in \{0.25, 0.50, 0.75\} \). For space considerations we only report experiments for the location shift model when the DGP is Gaussian, and location-scale shift model for DGP chi-squared. The other experiments are available from the
6.2. Results

Consider first the simulations for the location shift model when the true DGP is normal. Figs. 1 and 3 show results DRF for the Gaussian and Box–Cox models, respectively. These results show evidence that the estimates of the ADRF and QDRF (for all quantiles) functions are approximately unbiased. Figs. 2 and 4 show results for the ACTE and QCTE functions, and they also reveal approximately unbiased estimates.

Moreover, Figs. 1 to 4 show that both QDRF and QCTE models produce similar 95% intervals for both Box–Cox and Gaussian estimation methods. This result shows that the Box–Cox model is close to the Gaussian benchmark model when the true DGP is indeed Gaussian. The Figures also show that the bias is reduced as the sample size increases form $N = 100$ to $N = 5000$ for all values of $t$. Table 1 summarizes the ADRF and QDRF simulations calculating MISE, ISBias and IVar, for
Table 1
Monte Carlo experiments, location shift model. DGP: $N(0, 1)$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>Method</th>
<th>ADRF MISE</th>
<th>ADRF ISBias</th>
<th>ADRF IVar</th>
<th>QDRF25 MISE</th>
<th>QDRF25 ISBias</th>
<th>QDRF25 IVar</th>
<th>QDRF50 MISE</th>
<th>QDRF50 ISBias</th>
<th>QDRF50 IVar</th>
<th>QDRF75 MISE</th>
<th>QDRF75 ISBias</th>
<th>QDRF75 IVar</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>Gaussian</td>
<td>0.201</td>
<td>0.058</td>
<td>0.143</td>
<td>0.302</td>
<td>0.062</td>
<td>0.239</td>
<td>0.255</td>
<td>0.019</td>
<td>0.236</td>
<td>0.290</td>
<td>0.061</td>
<td>0.229</td>
</tr>
<tr>
<td>100</td>
<td>Box-Cox</td>
<td>0.198</td>
<td>0.055</td>
<td>0.143</td>
<td>0.297</td>
<td>0.061</td>
<td>0.235</td>
<td>0.255</td>
<td>0.017</td>
<td>0.239</td>
<td>0.293</td>
<td>0.061</td>
<td>0.232</td>
</tr>
<tr>
<td>500</td>
<td>Gaussian</td>
<td>0.094</td>
<td>0.014</td>
<td>0.080</td>
<td>0.128</td>
<td>0.009</td>
<td>0.119</td>
<td>0.126</td>
<td>0.002</td>
<td>0.124</td>
<td>0.131</td>
<td>0.012</td>
<td>0.120</td>
</tr>
<tr>
<td>500</td>
<td>Box-Cox</td>
<td>0.088</td>
<td>0.015</td>
<td>0.073</td>
<td>0.120</td>
<td>0.010</td>
<td>0.111</td>
<td>0.111</td>
<td>0.003</td>
<td>0.108</td>
<td>0.129</td>
<td>0.012</td>
<td>0.117</td>
</tr>
<tr>
<td>1000</td>
<td>Gaussian</td>
<td>0.062</td>
<td>0.008</td>
<td>0.054</td>
<td>0.087</td>
<td>0.004</td>
<td>0.084</td>
<td>0.080</td>
<td>0.000</td>
<td>0.079</td>
<td>0.082</td>
<td>0.005</td>
<td>0.078</td>
</tr>
<tr>
<td>1000</td>
<td>Box-Cox</td>
<td>0.060</td>
<td>0.009</td>
<td>0.051</td>
<td>0.080</td>
<td>0.004</td>
<td>0.075</td>
<td>0.078</td>
<td>0.001</td>
<td>0.077</td>
<td>0.087</td>
<td>0.006</td>
<td>0.082</td>
</tr>
<tr>
<td>5000</td>
<td>Gaussian</td>
<td>0.033</td>
<td>0.001</td>
<td>0.031</td>
<td>0.048</td>
<td>0.000</td>
<td>0.048</td>
<td>0.039</td>
<td>0.000</td>
<td>0.039</td>
<td>0.050</td>
<td>0.000</td>
<td>0.050</td>
</tr>
<tr>
<td>5000</td>
<td>Box-Cox</td>
<td>0.029</td>
<td>0.002</td>
<td>0.027</td>
<td>0.049</td>
<td>0.000</td>
<td>0.049</td>
<td>0.034</td>
<td>0.000</td>
<td>0.034</td>
<td>0.037</td>
<td>0.001</td>
<td>0.037</td>
</tr>
</tbody>
</table>

Notes: Monte Carlo experiments based on 500 simulations.

Fig. 4. CTE: Monte Carlo simulations, location shift model, DGP: $N(0, 1)$, Box-Cox model. Notes: Monte Carlo experiments based on 500 simulations. In each figure the solid black line is the true value, the solid grey line correspond to the average estimated value of those functions at every $t$, and the dashed lines the 95% confidence intervals constructed from the Monte Carlo simulations.
different sample sizes. The simulations clearly show that the deviations from the true value reduce as the sample size increases, either when we use the normal densities or the Box–Cox estimators in the first-step.

Second, we consider a location-scale shift model with chi-squared DGP. Figs. 5 and 7 display the results for the DRF, and Figs. 6 and 8 compile the results for CTE. In this case, there is a marked difference between the Gaussian and the Box–Cox model. The figures show that assuming normal density of the error terms in the regression model results in a very large variance and significant bias of the functional estimates, although the true values lie inside the 95% confidence interval. In contrast, the Box–Cox model greatly improves the estimation, and this method is in fact able to produce unbiased estimates of the true functionals for all $t$. Table 2 also shows that the improvement of the Box–Cox model occurs both in terms of integrated bias and variance. Then while the Gaussian model has very large MISE values, the Box–Cox reduce them to a half from $N = 100$ to $N = 5000$.

Overall, the simulations suggest that the Box–Cox model is a promising alternative to estimate density functions in the presence of covariates. It produces similar estimates to the benchmark case when the true DGP is Gaussian in the location shift model. Moreover, and more importantly, it is able to eliminate bias for other non-Gaussian distributions (in our case chi-squared) in the location-scale shift model.


We illustrate the QDRF and QCTE estimators using the survey of Massachusetts lottery winners to estimate the effect of the prize amount (as a proxy of non-labor income) on subsequent labor earnings from U.S. Social Security records. The prize

---

**Fig. 5.** DRF: Monte Carlo simulations, location-scale shift model, DGP: $\chi^2_{n-3}$. Gaussian model. Notes: Monte Carlo experiments based on 500 simulations. In each figure the solid black line is the true value, the solid grey line correspond to the average estimated value of those functions at every $t$, and the dashed lines the 95% confidence intervals constructed from the Monte Carlo simulations.
Fig. 6. CTE: Monte Carlo simulations, location-scale shift model. DGP: $\frac{\chi^2 - 3}{\sqrt{6}}$. Gaussian model. Notes: Monte Carlo experiments based on 500 simulations. In each figure the solid black line is the true value, the solid grey line correspond to the average estimated value of those functions at every t, and the dashed lines the 95% confidence intervals constructed from the Monte Carlo simulations.

amount is a continuous variable, and hence we apply the methods developed above to measure its effect on the quantiles of the distribution of earnings, also a continuous variable. This database is described in Imbens et al. (2001) and is also used as an empirical application in Hirano and Imbens (2004); Bia and Mattei (2008) and Bia et al. (2014) for estimating average dose-response functions because the lottery prize is a continuous treatment variable. Although the lottery prize is obviously randomly assigned, there is substantial correlation between some of the background variables and the lottery prize in our sample. The main source of potential bias is the unit and item nonresponse. In the survey unit nonresponse was about 50%. In fact it was possible to directly demonstrate that this nonresponse pattern was non random, since for all units the lottery prize was observed. Imbens et al. (2001) show that the higher the lottery prize, the lower the probability of responding to the survey. The missing data imply that the amount of the prize is potentially correlated with background characteristics and potential outcomes. In order to remove such biases we make the weak unconfoundedness assumption, that conditional on covariates the lottery prize is independent of the potential outcomes.

Imbens et al. (2001) use a simple framework to give an economic interpretation to their econometric specification. This setup assumes that each individual $i$ maximizes a Stone–Geary utility function choosing leisure and consumption intertemporally throughout their life, subject to their intertemporal budget. The first order conditions of this problem results in a linear characterization of the optimal labor earnings as a function of the lottery prize:

$$Y_i = \beta \hat{\lambda} T_i + \theta X_i + \epsilon_i,$$
where $X_i$ are additional covariates that correct for nonresponses bias and the residual $\varepsilon_i$ captures others unobservable variations affecting non-labor income. The key assumption for $\varepsilon_i$ is unconfoundedness. Note that the effect of the lottery prize on labor earnings is affected by the average factor $\lambda$. This coefficient is a parameter that reflects the individual differences in lifetime, as well as variability between the discount factor and the interest rate. Therefore, this simple framework gives us an interesting interpretation of the CTE heterogeneity for each quantile beyond the mean. In particular, quantile analysis could be interpreted in terms of $\lambda$ heterogeneity.

The sample we use in this analysis is the “winners” sample of 237 individuals who won a major prize in the lottery. For each individual we observe social security earnings for six years before the lottery and six years after. The outcome of interest is year6 (earnings six years after winning the lottery), denoted $Y$, and the treatment is prize, the prize amount, denoted $T$. Control variables $X$ are age, gender, years of high school, years of college, winning year, number of tickets bought, work status after winning, and earnings $s$ years before winning the lottery (with $s = 1, 2, ..., 6$). Of these 237 individuals we keep a sample of 202 for whom we have income information on income $Y$. Detailed descriptive statistics can be found in Imbens et al. (2001) and Hirano and Imbens (2004).

As in the Monte Carlo section we estimate the model with two different approaches. First, following Hirano and Imbens (2004), we estimate a log-linearized models of the prize amount (being a non-zero variable) as a function of either $X$ or $(X, Y)$, assuming that the conditional distribution of $\log(T)$ is normal. Second, we implement the flexible Box–Cox model with different parameters for $\log(T)$ and the explanatory variables.
We consider $\mathcal{T} = (0, 100]$ (in thousands of US dollars) and a grid $t \in \{10, 20, \ldots, 100\}$. Moreover we consider marginal increments of 10 (i.e. $\$10,000$ dollars). A feature of the data to be considered is that almost half the sample has $Y = 0$ (52% which corresponds to 47% for male and 59% for female). That is, half the sample is not working and receive no income 6 years after winning the lottery. Fig. 9 reports the distribution of prize values and the percentage of zeros for the dependent variable. We follow Hirano and Imbens (2004) and Bia and Mattei (2008) approach who consider that a zero value corresponds to an observed level of income and it requires no truncation analysis. In fact, a value of $Y = 0$ informs us that the individual is not working, which is an important issue for the analysis of the effect of non-labor income on the labor force participation. We find that for low quantiles, i.e. $\tau < 0.5$, $QDF_{\tau}(t) = 0$, $\forall t \in \mathcal{T}$. We then only report the QDFR for $\tau \in [0.50, 1]$. Note that the existence of a non-negligible mass at $Y = 0$ does not invalidate asymptotic inference on the QDFR estimator, provided that the density of the outcome at 0 is positive.

We first report ADRF and QDRF functions when we impose no correction for participation, i.e. $w(\cdot) = 1$. In particular we estimate a locally weighted kernel regression procedure, with weights given by a normal density of $\log(T)$ evaluated at a local mean of $\log(t)$ and standard deviation of 1 ($\log(T)$ has a sample mean of 3.59 and a standard deviation of 0.95). Fig. 10 (left panel) reports the QDFR and Fig. 10 (right panel) shows the CTE for increments of 10, for both average and quantiles, i.e. $CTE(\tau, t - 10) = DRF(t) - DRF(t - 10)$, $\forall t \in \mathcal{T}$. DRF analysis suggests that the lottery prize has no effect on labor income. That is, receiving a larger prize has no effect on labor earnings, and this applies uniformly for all quantiles. Moreover, the quantiles only change the location but not the scale, that is, they are parallel lines.
Next consider our proposed two-step estimator. Fig. 11 (top figure) reports the ADRF as in Galvao and Wang (2015) together with the QDRF for selected quantiles, for the Box–Cox model only. The graph shows an ordered cascade, where $Y(t)$ looks as a decreasing function of $t$, contrary to the uncorrected QDRF functions in Fig. 10. The results show that the non-responding pattern described above masks the fact that non-labor income has a negative effect on labor income for the entire distribution, upper quantiles included. Note that the figure suggests a particular pattern in which there is a prize threshold value for which the income becomes zero. That is, for all $\tau \in (0, 1)$ there exist a value $t_\tau$ such that $QDRF_t (\tau) = 0$, $\forall t > t_\tau \in T$ and $t_\tau \geq t_{1+\Delta}$ for $t_{1+\Delta} > t_\tau$, $t_{1+\Delta} > t_\tau$. This suggests that there is always a prize threshold value that is high enough to make all individuals stop working, and that this applies uniformly for all quantiles. This nonlinearity in the ADRF is explored in Imbens et al. (2001) using a quadratic specification and non-parametrically in Hirano and Imbens (2004). Both estimates show a convex relationship suggesting a marginally decreasing effect of the lottery price on labor earnings. Our contribution to these estimates is that this convex behavior is homogeneous in the rest of the labor earnings distribution.
Fig. 9. Distribution of lottery prices and no income 6 years later.

Fig. 10. Uncorrected average and quantile ($\tau \in \{0.5, 0.6, 0.7, 0.8, 0.9\}$) DRF and CTE. Changes of US$ 10k.

and then the threshold value is monotonic in the quantiles. Table 3 presents a formal test for the null hypothesis of income being zero 6 years after the prize uniformly over the prize values. The results show that we reject the null hypothesis for mean and $\tau \geq 0.6$, but cannot reject for $\tau = 0.5$.

Fig. 11 (bottom figure) shows the estimates of the continuous TE of increments of 10, for both average and quantiles, i.e. $CTE(t, t - 10) = DRF(t) - DRF(t - 10), \forall t \in T$. The figure shows that for low values of the prize ($t < 40$) an increase in the prize reduces income 6 years later. In addition, this effect seems deeper for the 50–70 quantiles but less sharp for the
upper quantiles. However as the prize move to higher values \((t \geq 40)\), the marginal effect of the prize vanishes, i.e. it does not affect the income 6 years later. Table 4 presents a formal test for the null hypothesis of the effect of increasing the prize value by 10 has no effect on income 6 years after the prize uniformly over the prize values. We compute the test statistics for all \(t\) and for prize subsamples on each side of the observed prize threshold \((t = 40)\). The results show that we reject the null hypothesis for the mean in all the cases, but we find mixed evidence for quantile effects. Note that although sampling errors do not allow rejection of the null hypothesis in all cases, p-values appear larger when \(t > 40\) indicating that the marginal effect of the prize on earnings is weaker.

The application illustrates that the new method is an important tool to study CTE. Our empirical results document strong heterogeneity on the responses of non-labor income changes on subsequent labor earnings. In fact our results complement the findings of Hirano and Imbens (2004) where larger prizes were associated with lower labor earnings. The quantile analysis also reveals that larger prizes produce lower labor earnings, but a larger prize is required for individuals in the upper part of the distribution of unobservables.

8. Conclusion

This paper studies quantile treatment effects models with a continuous treatment by developing identification, and practical estimation and inference. The identification of the parameters of interest, the dose-response functions and the quantile treatment effects, is based on the assumption that selection to treatment is based on observable characteristics. This assumption is largely employed in the literature for identification of treatment effects.

We suggest an easy way to implement in practice semiparametric two-step estimator for the parameters of interest, and establish its asymptotic properties. Importantly, we develop practical statistical inference procedures and establish the theoretical validity of a bootstrap approach to implement these methods in applications and for a wide range of testing procedures.

Monte Carlo simulations show that the proposed methods have good finite sample properties. The experiments show that, for a relatively small sample size, the method produces estimates with good precision and negligible bias, especially for
middle quantiles. Finally, we apply the proposed methods to estimate the unconditional quantile effects of the effect of the prize amount on subsequent labor earnings. Results from the empirical application indicate that the method works relatively well in practice and reveals that the effect of non-labor income has a monotonic effect on labor earnings. Moreover, there is considerable heterogeneity in the upper quantiles of the distribution of earnings.

An important extension of the methods developed in this paper is to apply it for weak convergence on income inequalities and other functionals that one can construct from quantile processes (e.g., via Hadamard differentiable functionals). For instance this could be generalized to Firpo and Pinto (2016) and Ferreira et al. (2017) analysis of inequality measures in the continuous context or to maximum treatment effects.
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Appendix A

Notations: Let $E$ and $E_n$ be expectation and sample average, respectively. Let $\sim_n$, $P$, and $P_n$ denote weak convergence, and convergence in probability and in outer probability, respectively. Let $\|g(x)\|_{\infty}$ denote $\sup_x |g(x)|$ for $x \in X \subset \mathbb{R}^d$, where $d$ is a positive integer.

Proof of Lemma 1. Fixing $t = t_0$, by law of iterated expectations, $E[m(Y(t_0); q_r(t_0))] = E[E[m(Y(t_0); q_r(t_0))|X]]$. For the conditional expectation,

$$E[m(Y(t_0); q_r(t_0))|X] = E[m(Y(t_0); q_r(t_0))|X, T = t_0] = E[m(Y; q_r(t_0))|X, T = t_0]$$

$$= \lim_{\delta t \downarrow 0} E[m(Y; q_r(t_0))|X, T \in [t_0, t_0 + \delta t]],$$

where the first equality is by condition I.1, the second equation is by the fact that if $T = t_0$, then $Y = Y(t_0)$, and the third equality is by condition I.2. Moreover, we have

$$E[m(Y; q_r(t_0))|X, T \in [t_0, t_0 + \delta t]] = E[1(T \in [t_0, t_0 + \delta t])m(Y; q_r(t_0))|X, T \in [t_0, t_0 + \delta t]]. \tag{9}$$

By law of total expectation

$$E[1(T \in [t_0, t_0 + \delta t])m(Y; q_r(t_0))|X]$$

$$= E[1(T \in [t_0, t_0 + \delta t])m(Y; q_r(t_0))|X, T \in [t_0, t_0 + \delta t]]P(T \in [t_0, t_0 + \delta t]|X)$$

$$+ E[1(T \in [t_0, t_0 + \delta t])m(Y; q_r(t_0))|X, T \notin [t_0, t_0 + \delta t]]P(T \notin [t_0, t_0 + \delta t]|X),$$

the right hand side of Eq. (9) equals

$$\frac{E[1(T \in [t_0, t_0 + \delta t])m(Y; q_r(t_0))|X]}{P(T \in [t_0, t_0 + \delta t]|X)} = \frac{E(1(T \leq t_0 + \delta t) - 1(T < t_0))m(Y; q_r(t_0))|X]}{F_{T|X}(t_0 + \delta t|x) - F_{T|X}(t_0|x)},$$

where $F_{T|X}$ denotes the conditional distribution function of $T$ given $X$. Noting that

$$E(1(T \leq t_0 + \delta t) - 1(T < t_0))m(Y; q_r(t_0))|X = x$$

$$= \int \int (1(t \leq t_0 + \delta t) - 1(t \leq t_0))m(y; q_r(t_0))f_{T|Y}(t, y|x) \, dt \, dy$$

$$= \int \int_{t_0}^{t_0 + \delta t} m(y; q_r(t_0)) f_{T|Y}(t, y|x) \, dt \, dy.$$
it follows that:

\[
\lim_{\delta t \downarrow 0} E[m(Y; q_t(t_0))|X = x, T \in [t_0, t_0 + \delta t]] = \lim_{\delta t \downarrow 0} \frac{\int_{t_0}^{t_0+\delta t} m(y; q_t(t_0)) f_{T,Y}(t,y|x) \, dt \, dy}{F_{T|X}(t_0 + \delta t|x) - F_{T|X}(t_0|x)}
\]

\[
= \lim_{\delta t \downarrow 0} \frac{\int m(y; q_t(t_0)) f_{T,Y}(t_0, y|x) \, dy}{F_{T|X}(t_0|x)}
\]

\[
= \frac{\int m(y; q_t(t_0)) f_{T,Y}(t_0, y|x) f_{Y|X}(y|x) \, dy}{F_{T|X}(t_0|x)} = \frac{\int m(y; q_t(t_0)) f_{T,Y}(t_0, y|x) \, dy}{F_{T|X}(t_0|x)}
\]

\[
= \frac{E[m(Y; q_t(t_0))]}{F_{T|X}(t_0|x)} = \frac{E[m(Y; q_t(t_0))]}{F_{T|X}(t_0|x)}.
\]

where \( \epsilon_1 \) and \( \epsilon_2 \) are fixed numbers in \([0,1]\). The second equality is by mean value theorems for differentiation and integration. And the third equality is by the assumptions on the theorem and dominated convergence theorem. Hence \( E[m(Y(t_0); q_{t}(t_0))] = E \left[ m(Y; q_t(t_0)) \right] \). □

**Proof of Corollary 1.** The result follows directly from Lemma 1 by observing that \( q_{t}(t) \) is identified by each given \( t \). Thus, \( \Delta_{t}(t, t') \) is also identified. □

**Proof of Proposition 1.** Assume conditions A.1 and A.2. Recall that \( \mu := (\lambda_1, \lambda_2, \beta_1, \beta_2, \sigma_1^2, \sigma_2^2) \). Under A.1 and A.2, \( w = w(u; t; \mu) \), where \( \mu \in \mathbb{R}^{d_\mu} \) with \( d_\mu \) being a positive integer, and \( w(u; t; \mu) \) is a smooth function of \( \mu \) with uniformly continuous, bounded, and square integrable first derivative, \( w'(u; t; \mu) \), with respect to \( \mu \). Now, by the standard properties of the MLE estimator, \( \sqrt{n}(\mu - \mu_0) \overset{d}{\to} N(0, 3\mu_0^{-1}) \) where \( 3\mu_0 \) is nonsingular.

Given A.1 and A.2, for conditions PC.1 and PG.1, by Theorem 19.7 of van der Vaart (1998), this parametric Lipschitz continuous functional class is Donsker. From A.1 and A.2, implication PC.2 is direct.

By Mean Value Theorem, \( w(u; \cdot; \mu) - w(u; \cdot; \mu_0) = \overline{w}(u; \cdot; \mu^*) (\mu - \mu_0) \). Therefore, \( |w(u; \cdot; \mu) - w(u; \cdot; \mu_0)| \leq |\bar{w}(u; \cdot; \mu^*)| |\mu - \mu_0| = O_p(n^{-1/2}) \). Since \( |w(u; \cdot; \mu^*)| \) is bounded and \( ||\mu - \mu_0|| = O_p(n^{-1/2}) \). Then, conditions PC.3 and PG.3 are verified.

To verify the weak convergence of condition PG.2, we need to use the functional delta method, which involves Hadamard differentiability of a map between norm spaces. A map \( \phi: D \phi \to E_n \) is Hadamard differentiable at \( \theta \in D \phi \), tangentially to a set \( D_0 \), if there exists a continuous linear map \( \phi'_0: D \phi \to E_n \) such that \( \phi(\theta + t h) \to \phi_0(h), \) as \( n \to \infty \), for all converging sequences \( t_n \to 0 \) and \( h_n \to h \in D_0 \), with \( h_n \in D \phi \) and \( \theta + t_n h_n \in D \phi \) for all \( n \geq 1 \) sufficiently large; see p. 22 of Kosorok (2008). We first verify that \( w \) is Hadamard differentiable at \( \mu \) tangentially to \( \mathbb{R}^{d_\mu} \). For any \( l_n \to 0 \) and \( h_n \to h \in \mathbb{R}_{d_\mu}^0 \),

\[
\frac{w(u; t; \mu + l_n h_n) - w(u; t; \mu)}{l_n} = \overline{w}(u; t; \mu)' h_n
\]

\[
\to \overline{w}'(u; t; \mu) h.
\]

Using the functional delta method, since \( w(u; t; \mu) \) is uniformly bounded,

\[
\sqrt{n}(w(u; t; \mu) - w(u; t; \mu_0)) \overset{d}{\to} \overline{w}'(u; t; \mu) Z_\mu \text{ in } \mathcal{C}^0(\mathcal{U} \times T)
\]

where \( Z_\mu \sim \text{N}(0, 3\mu_0^{-1}) \). □

**Proof of Theorem 1.** The general result for consistency of \( Z \)-estimators is given in Lemma 2 in the Online Supplemental Appendix. To prove the result, we apply the lemma to our continuous treatment model with \( \theta = \theta_0(\cdot) = \hat{\theta}_0 \), \( h_0 = h_0(\cdot) = \hat{h}_0 \), \( Z(\theta, h)(t) = E_n \psi_{q; \theta,h} \), and \( Z(\theta, h)(t) = E \psi_{q; \theta,h,t} \), where \( \psi_{q; \theta,h} = m(y; q_t(t_0)) w(U; t) = (t - 1) \mathbb{1}(Y < q_t(t)) w(U; t) \).

In this case, \( \Theta = \mathcal{E} = \mathcal{C}^0(\mathcal{T} \times T) \) and \( ||\cdot||_\Theta = ||\cdot||_{\mathcal{C}^0} = ||\cdot||_\infty \), while \( \mathcal{H} = \Pi \), a function class with domain \( \mathcal{U} \times T \), and \( ||\cdot||_\mathcal{H} = ||\cdot||_{\Pi} = \sup_{\theta \in \Pi} ||\cdot||_{\mathcal{G}^0} = ||\cdot||_\infty \).

To establish the result we verify the conditions of Lemma 2. Thus, under PC.1–PC.4 we can check the general conditions C.1–C.5 in the Supplemental Appendix. Condition C.1 is satisfied by the computational properties of quantile regression estimator of Theorem 3.3 of Koenker and Bassett (1978) and conditions PC.2 and PC.3 such that we have

\[
||E_n[(t - 1) \mathbb{1}(Y < \hat{q}_t(t))] w(U; \cdot) || \leq \text{const} \cdot \sup_{\theta \in \Theta} \overline{w}(U; \cdot) \cdot \frac{1}{n}
\]

\[
\leq \text{const} \cdot \frac{||\overline{w}(U; \cdot)||_n}{n} = \text{const} \cdot \frac{||w_0(U; \cdot)||_n + o_p(1)}{n} = O_p(1/n)
\]

Condition C.2 holds by condition PC.4.
We now show that condition C.3, the continuity of $E[m(Y; q_t(t)) w(U; t)]$ at $w_0$ uniformly over $q_t(t)$, is satisfied. For any $||w - w_0|| \leq \delta$, which is equivalent to $\sup_{t \in T} \sup_{u \in \mathcal{U}} |w(u; t) - w_0(u; t)| \leq \delta$, we have

$$\sup_{t \in T} \sup_{u \in \mathcal{U}} |E[m(Y; q_t(t)) w(U; t)] - E[m(Y; q_\tau(t)) w_0(U; t)]| \leq \sup_{t \in T} |E[m(Y; q_t(t))]| \delta.$$

Therefore, condition C.3 is satisfied because $\tau - 1[y < q_t(\cdot)]$ is a bounded function.

Finally, let $\psi_{q,t} = (\tau - 1[y < q_t(t)])$ and note that the function class $\{\psi_{q,t} : q \in \ell^\infty(T), t \in T\}$ is Glivenko–Cantelli because it is a Vapnik–Červonenkis class. This result, condition PC.1, and Corollary 9.27 of Kosorok (2008) imply condition C.5 which in turn implies C.2.

Hence, all the conditions of Lemma 2 are satisfied. □

Proof of Corollary 2. The result follows from Theorem 1, which establishes convergence in probability for each given $t$ and the continuous mapping theorem. □

Proof of Theorem 2. To establish the result we apply Lemma 3 in the Online Supplemental Appendix and we verify its conditions.

Condition G.1 was verified in the proof of Lemma 1. For condition G.2, note that

$$|E[(\tau - 1[y \leq q_\tau(\cdot)]) w_0(U; \cdot)] - E[(\tau - 1[y \leq q_\tau(\cdot)]) w_0(U; \cdot)]| = |E[(1[y \leq q_\tau(\cdot)] - 1[y \leq q_\tau(\cdot)] + f_\cdot(q_\tau)(q_\cdot - q_\tau(\cdot))] w_0(U; \cdot)| \leq |E[(1[y \leq q_\tau(\cdot)] - 1[y \leq q_\tau(\cdot)] + f_\cdot(q_\tau)(q_\cdot - q_\tau(\cdot))]| \leq |f_\cdot(q_\tau(\cdot)) - f_\cdot(q_\tau(\cdot) + f_\cdot(q_\tau)(q_\cdot - q_\tau(\cdot))| \leq \alpha(q_\cdot - q_\tau(\cdot)| \leq \alpha.$$

Now we verify condition G.3. To find the pathwise derivative of $Z(q_t, w_0)$ with respect to $w$, we conduct the following calculations. For any $\alpha$ such that $[w_0 + \alpha(\hat{w} - w_0) : \alpha \in [0, 1]] \subseteq \Pi$,

$$E[m(Y; q_t)(w_0 + \alpha(\hat{w} - w_0))] - E[m(Y; q_t)w_0] = E[m(Y; q_t)(\hat{w} - w_0)].$$

and it has the limit $E[m(Y; q_t)(\hat{w} - w_0)]$ as $\alpha \to 0$. Therefore $Z(q_t, w_0)[w - w_0] = E[m(Y; q_t)(w - w_0)]$ in all directions $[w - w_0] \in \Pi (Z(q_\tau) is defined in the Supplemental Appendix, Lemma 3). Condition G.3.1 is satisfied by noting that

$$|E[m(Y; q_t(\cdot)) w_0(U; \cdot)] - E[m(Y; q_t(\cdot)) w_0(U; \cdot)]| \to 0.$$

And condition G.3.2 is verified by

$$|E[m(Y; q_t(\cdot))(w - w_0)(U; \cdot)] - E[m(Y; q_t(\cdot))(w - w_0)(U; \cdot)]| \to 0.$$

where the last equality follows because the distribution function of $Y$ is continuous.

Proposition 1 establishes the results PG.1-PG.3, which are uniform results, and useful for the derivations. Condition G.4 is automatically satisfied by PG.3. Now we check condition G.5. To do so, we check that $\{\psi_{q,w,t} : q \in \ell^\infty(T), w \in \Pi, t \in T\}$, where $\psi_{q,w,t} = (\tau - 1[y < q_t(t)]) w(U; t)$. is Donsker, which in turn implies G.5’. This result follows because by result PG.1 in Proposition 1 and the Corollary 2.7.4 in van der Vaart and Wellner (1996) the bracketing number of $\Pi = \{w : a(w; T) \leq \delta\}$ is finite. Thus $\Pi$ is Donsker with a constant envelope. The class $\mathcal{F} = \{\psi_{q,w,t} : q \in \ell^\infty(T)\}$ is Donsker by exploiting the monotonicity and boundedness of indicator function and bounded density condition assumed in PC.4. Finally, the result follows because the class $\psi_{q,w,t}$ is formed by taking products and sums of bounded Donsker classes $\mathcal{F}$, $\Pi$, and $T$, which is Lipschitz over $(\mathcal{F} \times \Pi \times T)$. Hence by Theorem 12.10.6 in van der Vaart and Wellner (1996) $\psi_{q,w,t}$ is Donsker and we have that G.5’ is satisfied by Lemma 3.3.5 of van der Vaart and Wellner (1996). As noted in the Supplemental Appendix G.5’ implies G.5.

Finally, condition G.6 is implied by the result in PG.2, which is derived in Proposition 1. Hence, all the conditions of Lemma 3 are satisfied. □

Proof of Corollary 3. The result follows from Theorem 2, which establishes weak convergence for each given $t$, and the continuous mapping theorem. □

Proof of Corollary 4. The assertion holds by Theorem 2 and the continuous mapping theorem. □

Proof of Corollary 5. The assertion follows by the definition of $\Delta_t(t + \delta, t)$, Theorem 2 and the continuous mapping theorem. □

Proof of Proposition 5. The proof is a direct application of Lemma 4 in the Online Supplemental Appendix. □
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